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Unsupervised pre-training on ImageNet using Barlow Twins [1].

[1] Jure Zbontar, et al. Barlow twins: Self-supervised learning via redundancy reduction. In ICML, 2021. 

Choice?

Moco, BYOL, SwAV, Barlow Twins, SimSiam, …

Why?

The granularity of a category is the same in ISC2021 and self-

supervised learning.

Unsupervised pre-training
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Training methods

[1] Wenhao Wang, et al. Attentive WaveBlock: Complementarity-enhanced Mutual Networks 
for Unsupervised Domain Adaptation in Person Re-identification and Beyond. In Preprint, 2020.
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One set of designed augmentations

Basic augmentation
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Descriptor Stretching VS Score Normalization

Descriptor Stretching

1. Purpose: To make the similarity

values comparable across different

queries;

2. Subject: Features.

Score Normalization

1. Purpose: To make the similarity

values comparable across different

queries;

2. Subject: Scores.

Therefore, in this track, we use Descriptor Stretching to replace Score Normalization.
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Descriptor Stretching
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Given the feature of a query image 𝑞&, and a reference image

𝑟&, the original score 𝑠&is defined as

𝑠&= 𝑞& − 𝑟& .

Similarly, we have:

𝑠'= 𝑞' − 𝑟& .

If 𝑠& > 𝑠', 𝑞' is more similar to 𝑟& than 𝑞&, and vice versa.

The definition of descriptor stretching is

'𝑞& = 𝛼 * 𝑠(! * 𝑞&,

Test



Descriptor Stretching where: 𝛼 is a hyper-parameter, and 𝑠(! is the mean of top 𝑛

inner product scores between 𝑞& and the features of images

from the training set. Then the stretched score -𝑠& is defined as:

-𝑠&= '𝑞& − 𝑟& .

Similarly, we have:

'𝑞' = 𝛼 * 𝑠(" * 𝑞',

-𝑠'= '𝑞' − 𝑟& .

After stretching, we use the stretched feature of a query image

as its final descriptor.
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Ablation Studies

Table 1. Comparison with state-of-the-art methods from the
leaderboard in Phase 2. Recall@Precision 90 is a secondary met-
ric provided for information purposes only as an indicator of a
model’s recall at a reasonably good precision level but is not used
for ranking purposes. Our results are highlighted in bold.

Team Score
Micro-average Precision Recall@Precision 90

titanshield2 0.7418 0.7075
fight 0.7075 0.6205
CHHMTTX Team 0.6596 0.6511
lyakaap 0.6354 0.6354
GoodNightFight 0.6072 0.5903
S-square 0.5905 0.5086
Ours 0.5788 0.4886
forthedream2 0.5736 0.4980
Zihao 0.5461 0.4813
separate 0.5312 0.3169
AITechnology 0.5253 0.4191
... ... ...
GIST [24] 0.0526 �

in each epoch, we have 8000 iterations. The basic learning
rate is set to 3.5⇥ 10�4.

During testing, we use YOLOv5 [15] to detect overlay
automatically. The detected overlays substitute the origi-
nal images. For training YOLOv5 [15], we just generate
some images with overlay augmentations and correspond-
ing bounding boxes automatically from the training dataset.
We test the trained models for four scales, i.e. 200 ⇥ 200,
256⇥ 256, 320⇥ 320, and 400⇥ 400. To fuse these multi-
scale features, we firstly normalize them such that their L2

norm equals 1, then the normalized features are averaged,
and finally, an L2 normalization is applied to produce the
final descriptor [35]. Then, we use descriptor stretching to
rescale all the fused query features. The fused training and
reference features remain the same.

5.1. Comparison with State-of-the-Arts
To prove the superiority of the strong baseline, we com-

pare the proposed model with state-of-the-art methods from
the leaderboard in Phase 2. The comparison results are
shown in Table 1. In the ISC2021, there are 526 partici-
pants, and 21 teams have submitted their final results. It
should be noted that some of the teams which achieve unbe-
lievable performance are not qualified because their meth-
ods break the official rule. Therefore, though in the current
leaderboard in Phase 2, we rank seventh, in the final leader-
board, we will rank third. With a bag of tricks, the strong
baseline shows promising performance.

5.2. Ablation Studies
The ablation studies are conducted on 25, 000 query im-

ages in Phase 1 to prove the effectiveness of each compo-

Table 2. The ablation study about the proposed baseline. “Su-
pervised” or “Unsupervised” denotes the supervised pre-training
or unsupervised pre-training is used, respectively. “+ Des-Str”
denotes adding descriptor stretching strategy. “+ Det” denotes
adding overlay detection (YOLOv5 [15]). “+ Multi” denotes us-
ing multi-scale testing. The best results are highlighted in bold.

Method Score
Micro-average Precision Recall@Precision 90

Supervised 0.39089 0.18133
Unsupervised 0.53218 0.29693
+ Des-Str 0.70481 0.61631
+ Det 0.71487 0.62913
+ Multi 0.73017 0.63975

nent in our method. The evaluation metric is Micro-average
Precision. The experimental results are displayed in Table
2.

Comparison between supervised pre-training and
unsupervised pre-training. First, we discuss the improve-
ment brought by unsupervised pre-training. The experimen-
tal results are denoted as “Supervised” and “Unsupervised”
in Table 2, respectively. We can find that, instead of su-
pervised pre-training, over 14% improvement has been ob-
tained by using unsupervised pre-trained models. This phe-
nomenon may be because the definition of category in un-
supervised pre-training is similar to that in the task of copy
detection.

The improvement from descriptor stretching. By us-
ing descriptor stretching, the Micro-average Precision can
be improved by 17.26% significantly. To prove the signif-
icant performance indeed from the comparable scores, we
also adopt two other metrics, i.e. Recall@Rank 1 and Re-
call@Rank 10. The two metrics are calculated according
to per query separately. Therefore, the incomparable scores
of queries cannot influence it. Before stretching, the two
scores are 76.18% and 79.72%, respectively. After stretch-
ing, the two scores are 76.10% and 79.98%, respectively.
Therefore, there is no improvement on these two scores,
which shows the performance per query is not improved,
and the overall performance improvement comes from com-
parable scores of queries.

The improvement from overlay detection and multi-
scale testing. We discover that when image A overlays on
another image B, image A has a true match in the refer-
ence dataset while image B is the background. Therefore,
when cropping the image from the background, about 1%
improvement can be observed. Multi-scale testing is a com-
mon practice in computer vision, and it also shows the ef-
fectiveness in the ISC2021. By using multi-scale testing,
the performance can be improved from 71.49% to 73.02%.
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Comparison with State-of-the-Arts

Table 1. Comparison with state-of-the-art methods from the
leaderboard in Phase 2. Recall@Precision 90 is a secondary met-
ric provided for information purposes only as an indicator of a
model’s recall at a reasonably good precision level but is not used
for ranking purposes. Our results are highlighted in bold.

Team Score
Micro-average Precision Recall@Precision 90

lyakaap 0.6354 0.6354
S-square 0.5905 0.5086
Ours 0.5788 0.4886
forthedream2 0.5736 0.4980
Zihao 0.5461 0.4813
separate 0.5312 0.3169
AITechnology 0.5253 0.4191
... ... ...
GIST [24] 0.0526 �

in each epoch, we have 8000 iterations. The basic learning
rate is set to 3.5⇥ 10�4.

During testing, we use YOLOv5 [15] to detect overlay
automatically. The detected overlays substitute the origi-
nal images. For training YOLOv5 [15], we just generate
some images with overlay augmentations and correspond-
ing bounding boxes automatically from the training dataset.
We test the trained models for four scales, i.e. 200 ⇥ 200,
256⇥ 256, 320⇥ 320, and 400⇥ 400. To fuse these multi-
scale features, we firstly normalize them such that their L2

norm equals 1, then the normalized features are averaged,
and finally, an L2 normalization is applied to produce the
final descriptor [35]. Then, we use descriptor stretching to
rescale all the fused query features. The fused training and
reference features remain the same.

5.1. Comparison with State-of-the-Arts
To prove the superiority of the strong baseline, we com-

pare the proposed model with state-of-the-art methods from
the leaderboard in Phase 2. The comparison results are
shown in Table 1. In the ISC2021, there are 526 partici-
pants, and 21 teams have submitted their final results. It
should be noted that some of the teams which achieve unbe-
lievable performance are not qualified because their meth-
ods break the official rule. Therefore, though in the current
leaderboard in Phase 2, we rank seventh, in the final leader-
board, we will rank third. With a bag of tricks, the strong
baseline shows promising performance.

5.2. Ablation Studies
The ablation studies are conducted on 25, 000 query im-

ages in Phase 1 to prove the effectiveness of each compo-
nent in our method. The evaluation metric is Micro-average
Precision. The experimental results are displayed in Table
2.

Comparison between supervised pre-training and

Table 2. The ablation study about the proposed baseline. “Su-
pervised” or “Unsupervised” denotes the supervised pre-training
or unsupervised pre-training is used, respectively. “+ Des-Str”
denotes adding descriptor stretching strategy. “+ Det” denotes
adding overlay detection (YOLOv5 [15]). “+ Multi” denotes us-
ing multi-scale testing. The best results are highlighted in bold.

Method Score
Micro-average Precision Recall@Precision 90

Supervised 0.39089 0.18133
Unsupervised 0.53218 0.29693
+ Des-Str 0.70481 0.61631
+ Det 0.71487 0.62913
+ Multi 0.73017 0.63975

unsupervised pre-training. First, we discuss the improve-
ment brought by unsupervised pre-training. The experimen-
tal results are denoted as “Supervised” and “Unsupervised”
in Table 2, respectively. We can find that, instead of su-
pervised pre-training, over 14% improvement has been ob-
tained by using unsupervised pre-trained models. This phe-
nomenon may be because the definition of category in un-
supervised pre-training is similar to that in the task of copy
detection.

The improvement from descriptor stretching. By us-
ing descriptor stretching, the Micro-average Precision can
be improved by 17.26% significantly. To prove the signif-
icant performance indeed from the comparable scores, we
also adopt two other metrics, i.e. Recall@Rank 1 and Re-
call@Rank 10. The two metrics are calculated according
to per query separately. Therefore, the incomparable scores
of queries cannot influence it. Before stretching, the two
scores are 76.18% and 79.72%, respectively. After stretch-
ing, the two scores are 76.10% and 79.98%, respectively.
Therefore, there is no improvement on these two scores,
which shows the performance per query is not improved,
and the overall performance improvement comes from com-
parable scores of queries.

The improvement from overlay detection and multi-
scale testing. We discover that when image A overlays on
another image B, image A has a true match in the refer-
ence dataset while image B is the background. Therefore,
when cropping the image from the background, about 1%
improvement can be observed. Multi-scale testing is a com-
mon practice in computer vision, and it also shows the ef-
fectiveness in the ISC2021. By using multi-scale testing,
the performance can be improved from 71.49% to 73.02%.

6. Conclusion
In this paper, we introduce our winning solution to the

Image Similarity Challenge at NeurIPS’21. The proposed
strong baseline uses recent self-supervised learning meth-
ods for pre-training instead of traditional supervised ones.
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Unsupervised pre-training on ImageNet using BYOL [1] and Barlow Twins [2].

[1] Grill Jean-Bastien, et al. Bootstrap your own latent: a new approach to self-supervised learning. NIPS 2020, 
[2] Jure Zbontar, et al. Barlow twins: Self-supervised learning via redundancy reduction. In ICML, 2021. 

Why?

The granularity of a category is the same in ISC2021 and self-

supervised learning.

Unsupervised pre-training

Choice?

Moco, BYOL, SwAV, Barlow Twins, SimSiam, …

Pre-training



Training methods
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Training

[1] Wenhao Wang, et al. Attentive WaveBlock: Complementarity-enhanced Mutual Networks 
for Unsupervised Domain Adaptation in Person Re-identification and Beyond. In Preprint, 2020.



11 sets of designed augmentations generate 11 datasets:

Training on each dataset separately.

1. Basic augmentation

Training



2. Basic + Super-blur augmentation

3. Basic + Super-color augmentation

Training



4. Basic + Super-dark augmentation

5. Basic + Super-face augmentation

Training



6. Basic + Super-opaque augmentation

7. Basic + Super-occlude augmentation

Training



Grayscale augmentation

The augmentation changes all the color images into grayscale style.

Some examples

Training



Two corner cases:

(1) Some query images are generated by overlaying a reference image on top of a

distractor image.

Test



(2) Some queries are cropped from the reference images and thus only contain parts of the

reference images.

Test



Global-local matching strategy

Local-global matching strategy

Test



Generate local features of query images

Crop centers

Original image

Test

Cropped centers



Generate local features of query images

Selective search

Test

Original image



Generate local features of query images

Detection

Original image
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Rotating

Original image
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Generate local features of reference images

1) Dividing into 5 large parts

Test

Original image Divided images



Generate local features of reference images

1) Dividing into 5 large parts 2) Dividing into 13 small parts

Test

Original image Divided images



Ablation Studies

Table 1. Comparison with state-of-the-art methods from the
leaderboard in the Phase 2. Recall@Precision 90 is a secondary
metric provided for information purposes only as an indicator of a
model’s recall at a reasonably good precision level, but is not used
for ranking purposes. Our results are highlighted in bold.

Team Score
Micro-average Precision Recall@Precision 90

Ours 0.8329 0.7309

separate 0.8291 0.7917
imgFp 0.7682 0.6715
forthedream 0.7667 0.7218
titanshield 0.7613 0.7557
VisonGroup 0.7169 0.5963
mmcf 0.7107 0.5986
... ... ...
MultiGrain[2] 0.2761 0.2023
GIST [23] 0.0526 �

longer and smaller backbone takes shorter). Each train-
ing batch includes 128 images of 32 IDs. Adam optimizer
[18] is used to optimize the networks. The image size is
256⇥ 256. The model is trained for 25 epochs, and in each
epoch, we have 8000 iterations. The basic learning rate is
set to 3.5⇥ 10�4.

During testing, for global-local matching, we test the 33
trained models for three scales, i.e. 200 ⇥ 200, 256 ⇥ 256,
320 ⇥ 320, then ensemble them to get the final results.
The time for extracting all query patches’ features using 33
NVIDIA Tesla V100 32GB GPUs is about six hours. For
local-global matching, we only test the three models trained
on the basic augmentations for one scale, i.e. 256⇥256. The
time for extracting all 19, 000, 000 reference patches’ fea-
tures using 3 NVIDIA Tesla A100 40GB GPUs on a DGX-
server is less than one day. We apply a PCA dimensionality
reduction to decrease dimension from 8192 to 1500 with
the code from the competition official. The 1500-dim fea-
ture is used for final matching. Besides, some tricks are
used to further improve performance. First, when perform-
ing local-global strategy, it is inappropriate to divide refer-
ence images containing faces into patches. Therefore, when
a face detector finds face(s) existing in one reference image,
we do not perform the local-global strategy. Second, com-
pared to original images, the partial image in a pair is more
likely to be “false positive”, and thus we penalize the cor-
responding score. Third, we delete generated query patches
with too small image size. Fourth, the final ensemble score
uses the average of two maximum scores instead of the only
one as introduced before.

4.2. Comparison with State-of-the-Arts

To prove the superiority of the D2LV, we compare the
proposed model with state-of-the-art methods from the
leaderboard in Phase 2. The comparison results are shown

Table 2. The ablation study about the proposed D2LV. “Super-
vised” or “Unsupervised” denotes the supervised pre-training or
unsupervised pre-training is used, respectively. “Global-local” de-
notes using global-local matching strategy, and “Both’ denotes
using global-local and local-global matching strategy. “Adv-
Aug” denotes using different kinds of advanced augmentations.
“Multi+Tricks” denotes using multi-scale testing and other men-
tioned tricks. The best results are highlighted in bold.

Method Score
Micro-average Precision Recall@Precision 90

Supervised 0.68726 0.54678
Unsupervised 0.70813 0.62773
Global-local 0.82726 0.74755
Both 0.83720 0.75155
Adv-Aug 0.88640 0.80124
Multi+Tricks 0.90035 0.81887

in Table 1. In the ISC2021, there are 1103 participants,
and 36 teams have submitted their final results. Compared
with the strongest official benchmark MultiGrain [2], the
proposed D2LV achieves about 56% improvements, which
is considerable. Most Micro-average Precisions from other
teams are less than 77%, while our approach gives an
83.29% result. It is interesting to mention that, in Phase
1, our result is 90.08%. There is only a less than 7% gap
between the two leaderboards for us. However, for some
other teams, the gap can be larger than 30%. The supe-
riority performance is attributed to two aspects. First, the
sophisticated augmentations give us more generalizability
when facing unseen transformations. That is called “Data-
Driven”. Second, the global-local and local-global match-
ing strategy provides an exhaustive matching between a pair
of images. That is called “Local-Verification”.

4.3. Ablation Studies

The ablation studies are conducted on 25, 000 query im-
ages in Phase 1 to prove the effectiveness of each compo-
nent in the D2LV approach. The evaluation metric is Micro-
average Precision. The experimental results are displayed in
Table 2.

Comparison between supervised pre-training and

unsupervised pre-training. First, we discuss the improve-
ment brought by unsupervised pre-training. The experi-
mental results are denoted as “Supervised” and “Unsuper-
vised” in Table 2, respectively. The training images only
use the basic augmentations. The matching strategy is only
global-to-global. We can find that, instead of supervised
pre-training, 2.1% improvement has been obtained by using
unsupervised pre-trained models. This phenomenon may
be because the definition of category in unsupervised pre-
training is similar to that in the task of copy detection.

The improvement from local-verification. In this part,
the experimental results are from the ensemble result of the
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Comparison with State-of-the-Arts

Table 1. Comparison with state-of-the-art methods from the
leaderboard in the Phase 2. Recall@Precision 90 is a secondary
metric provided for information purposes only as an indicator of a
model’s recall at a reasonably good precision level, but is not used
for ranking purposes. Our results are highlighted in bold.
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Micro-average Precision Recall@Precision 90
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GIST [23] 0.0526 �
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ing batch includes 128 images of 32 IDs. Adam optimizer
[18] is used to optimize the networks. The image size is
256⇥ 256. The model is trained for 25 epochs, and in each
epoch, we have 8000 iterations. The basic learning rate is
set to 3.5⇥ 10�4.

During testing, for global-local matching, we test the 33
trained models for three scales, i.e. 200 ⇥ 200, 256 ⇥ 256,
320 ⇥ 320, then ensemble them to get the final results.
The time for extracting all query patches’ features using 33
NVIDIA Tesla V100 32GB GPUs is about six hours. For
local-global matching, we only test the three models trained
on the basic augmentations for one scale, i.e. 256⇥256. The
time for extracting all 19, 000, 000 reference patches’ fea-
tures using 3 NVIDIA Tesla A100 40GB GPUs on a DGX-
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the code from the competition official. The 1500-dim fea-
ture is used for final matching. Besides, some tricks are
used to further improve performance. First, when perform-
ing local-global strategy, it is inappropriate to divide refer-
ence images containing faces into patches. Therefore, when
a face detector finds face(s) existing in one reference image,
we do not perform the local-global strategy. Second, com-
pared to original images, the partial image in a pair is more
likely to be “false positive”, and thus we penalize the cor-
responding score. Third, we delete generated query patches
with too small image size. Fourth, the final ensemble score
uses the average of two maximum scores instead of the only
one as introduced before.

4.2. Comparison with State-of-the-Arts

To prove the superiority of the D2LV, we compare the
proposed model with state-of-the-art methods from the
leaderboard in Phase 2. The comparison results are shown

Table 2. The ablation study about the proposed D2LV. “Super-
vised” or “Unsupervised” denotes the supervised pre-training or
unsupervised pre-training is used, respectively. “Global-local” de-
notes using global-local matching strategy, and “Both’ denotes
using global-local and local-global matching strategy. “Adv-
Aug” denotes using different kinds of advanced augmentations.
“Multi+Tricks” denotes using multi-scale testing and other men-
tioned tricks. The best results are highlighted in bold.
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in Table 1. In the ISC2021, there are 1103 participants,
and 36 teams have submitted their final results. Compared
with the strongest official benchmark MultiGrain [2], the
proposed D2LV achieves about 56% improvements, which
is considerable. Most Micro-average Precisions from other
teams are less than 77%, while our approach gives an
83.29% result. It is interesting to mention that, in Phase
1, our result is 90.08%. There is only a less than 7% gap
between the two leaderboards for us. However, for some
other teams, the gap can be larger than 30%. The supe-
riority performance is attributed to two aspects. First, the
sophisticated augmentations give us more generalizability
when facing unseen transformations. That is called “Data-
Driven”. Second, the global-local and local-global match-
ing strategy provides an exhaustive matching between a pair
of images. That is called “Local-Verification”.

4.3. Ablation Studies

The ablation studies are conducted on 25, 000 query im-
ages in Phase 1 to prove the effectiveness of each compo-
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